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Our Goal:

Quantify Uncertainty
                       
                        With such uncertainty, we can:

● Alert humans in unclear situations

● Diagnose ML systems (when and how does 
it fail)

● Get better predictive accuracy

[Eykholt et.al, 2018]

[Nirschi et.al, 2018]
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In this talk…

● Approximate          with a 

Bayesian Neural Network

● Modeling + inference 

contributions
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How to estimate function uncertainty? 

Drawbacks of GPs

● Scalability
● Kernel learning is not trivial

Alternative: Neural Networks with uncertainty

● Ensemble of Neural Networks
[Lakshminarayanan et al., 2017; Pearce et.al, 2018]

● Bayesian Neural Networks
[Buntine et al., 1991; MacKay, 1992; Neal, 1993]

Gaussian Process (GP)

[Rasmussen et.al, 2016]



Bayesian Neural Network (BNN)
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Bayesian Neural Network (BNN)

Quantities of interest:

● Posterior of the weights

● Predictive distribution

[What my deep model does not know, post of Yarin Gal, 2015]
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is intractable! Inference options:

● Markov Chain Monte Carlo
Hamiltonian Monte Carlo [Neal, 1993]

● Variational Inference
 [Graves, 1993] [Blundell et.al, 2015] 
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Is mean-field VI good enough?
Example on solar irradiance dataset [Gal et.al, 2015]

GP

BNN

● Better priors, e.g., multivariate Gaussians
[Louizos et al, 2016]

● More flexible variational approx. in weight
Space [Louizos et.al, 2017]

Under-estimation of
uncertainty!



Standard BNN
Modeling

Weight redundancy
[Denil et.al, 2013]



Latent-Projection BNN
Modeling

Weight redundancy
[Denil et.al, 2013]
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Our solution: find smart initialization



Solution: 3-stage Inference Framework

1. Characterize weight space

Train ensemble of 
neural networks

2. Find point estimate 

Train an 
autoencoder

3. Black-box VI (BBVI)

Principled BBVI with 
smart initialization



Results



Illustrative Toy Example



Standard BNN
Inference with Bayes By Back Prop (BBB) [Blundell et.al, 2015]



Latent Projection BNN



Results: Uncertainty estimation

BBBLP-BNN MNFMVG

● BBB: Bayes by Back Prop [Blundell et.al, 2015]
● MVG: Multivariate Gaussians [Louizos et.al, 2016]
● MNF: Multiplicative Normalizing Flow [Louizos et. al, 2017]
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Results: Generalization (Ablations)

1. Characterize w-space 2. Find point estimate 3. Black-box VI (BBVI)

1-stage

linear linear

q(z) only
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Conclusions In this talk…

● Alternative modeling for BNNs

● Better approximate inference

Future improvements:

● Scalability

● Flexibility of variational 
distribution in latent space

https://arxiv.org/abs/1811.07006



 Medical Applications (ongoing)

● HIV simulator

● Intensive Care Unit

● Depression Data

“Predicting treatment discontinuation after 
antidepressant initiation”

[Pradier et.al, 2018: submitted to JAMA]



Thank you!

Weiwei Pan Jiayu Yao Soumya Ghosh Finale Doshi-Velez

https://melaniefp.github.io/



Prediction-constrained Autoencoder


